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Abstract- Undoubtedly, Apache Hadoop
TM

 (Hadoop) has 

received huge recognition in the Big Data market space 

because of the great flexibility in processing heterogeneous 

data structures. However, for adding greater value, it is 

critical for Hadoop to integrate with various analytical 

tools that are widely used by different enterprises.  Most of 

these tools utilize standard Structure Query Language 

(SQL) and SQL procedural functionality. It is also 

important to allow the enterprises to utilize their existing 

SQL expertise, for which they have been building skills for 

years.   

     In the last few years, this notion brought to life multiple 

SQL-on-Hadoop solutions developed by different Apache 

Hadoop distribution vendors. The purpose of IBM 

InfoSphere
®
 BigInsights

TM
 (BigInsights)

 
- Big SQL 3.0 is to 

provide its users with a SQL interface built upon the 

Hadoop infrastructure that is consistent with the SQL 

interfaces they are using in the relational database world. 

Big SQL 3.0 is a significant enhancement to the SQL-on-

Hadoop technologies as it eliminates the limitations 

imposed by running SQL queries as MapReduce jobs. 

     Big SQL 3.0 achieves several important objectives 

including comprehensive support of ANSI SQL 2011, 

application integration and portability, query federation 

(SQL integration between Hadoop and non–Hadoop data 

stores), and enterprise capabilities such as performance, 

security, monitoring. This article introduces the Big SQL 

3.0 functionality as part of the BigInsights platform and 

provides examples of its capabilities, usage, and 

effectiveness. 

 

I. INTRODUCTION  

     Big Data is derived from multiple sources. It involves not 
only traditional data, but all paradigms of structured, 
unstructured, or semi-structured data that are continuously 
growing at a significant rate. For instance, machine-derived 
data multiplies quickly and contains rich, diverse content that 
needs to be discovered, parsed, and analyzed. Another 
example, human-generated data from social media is highly 
textual, and the valuable insight is often overloaded with many 

possible meanings. Trying to extract meaningful insight from 
such data sources quickly and easily is challenging. Many 
professionals believe that the Hadoop technology is the best 
answer to those challenges. [5] 

Hadoop is an open source platform that processes large data 
sets across a cluster using computing models, which many 
vendors try to extend in search of robust additional 
functionality.[3] BigInsights is IBM's approach to enrich open 
source Hadoop with enterprise class capabilities. The latest 
release of BigInsights - 3.0, provides a single platform to 
manage all data types, and obtain insights by integrating the 
usual silos of data.[2] With such integration, BigInsights is a 
viable platform for storage, analysis and visualization of a wide 
variety of data sources.[5] Several new features of BigInsights 
3.0 concentrate on integration and workload optimizations that 
bring improvements for storing, processing and querying data. 
Big SQL 3.0 is one of those features.  

     BigInsights – Big SQL 3.0 is a SQL-on-Hadoop solution 

that breaks the dependency from the Hadoop’s traditional 

MapReduce (MR) framework by implementing the database 

engine of IBM® DB2® for Linux, UNIX and Windows (DB2 

LUW).[1] on top of the Hadoop Distributed File System 

(HDFS or DFS).  It delivers a new, more comprehensive way 

to rich SQL support that includes enterprise level 

performance, security, management and monitoring - features 

that are traditionally found in the DB2 LUW and other 

relational database management systems. (Fig. 1)  
     Big SQL 3.0 runs distributed DB2 LUW database 

processes directly on the data nodes of the Hadoop cluster.[11]  

The data storage does not change since the data remains in the 

DFS. The Big SQL 3.0 tables are essentially logical views of 

the existing data. It also provides an easy and well known 

programming language for analysis of data in Hadoop.   

 

     The idea of SQL-on-Hadoop is not new to the industry. In 

addition to the open source Apache Hive, several vendors like 

Cloudera Impala®, Teradata-Aster®, Presto®, Pivotol Hawq®, 

Hadapt®, Stinger® and others are present in the SQL-on-

Hadoop landscape today.[1]  With SQL querying, the vendors 
try to extend the traditional MapReduce functionality built for 
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large scale and complex data processing. However, up until 

now, it has been especially difficult to provide high 

performance, comprehensive ANSI SQL 2011 compliance and 

enterprise level administrative support (monitoring, security) 

that executes over the heterogeneous Hadoop ecosystem. [1]       
 

 
   
Fig. 1. Logical view of Hadoop ecosystem with Big SQL 3.0 

     

 The rest of the paper is organized as follows: Section II 

describes the functionality of BigInsights – Big SQL 3.0; 

Section III concludes the paper with a brief evaluation 

summary of the business and technical values delivered by Big 

SQL 3.0 SQL. 

 

II. OVERVIEW OF THE BIG SQL 3.0 FUNCTIONALITY 

     Big SQL 3.0 achieves comprehensive SQL capability by 

leveraging IBM DB2’s relational SQL expertise and runtime 

engine in a shared-nothing, low-latency, parallel processing 

database architecture.[1] It has the advantage to deploy directly 

to the Hadoop cluster data nodes and accesses the underlying 

data natively while still allowing the data to remain in its 

original format on the HDFS.[3] It provides a logical view of 

the data and ability to access custom data storage formats 

through a Java I/O module.  
     This article provides an overview of five main Big SQL 3.0 

functionality features that run upon the Hadoop cluster: rich 

SQL language support, query federation, application 

portability and integration, performance and enterprise 

capabilities. 

 

A. Rich SQL language Support 

      Big SQL 3.0 has rich SQL support that leverages IBM’s 

SQL capability layer to provide comprehensive ANSI SQL 

2011 coverage.[17] It stretches over wide variety of traditional 

SQL functionality that provides support for: variety of data 

types (tinyint, smallint, int, bigint, boolean, float, double, 

string, varchar, and others); standard APIs and common client 

drivers (Java Database Connectivity (JDBC) or Open 

Database Connectivity (ODBC)); procedural language 

structures such as DB2 SQL PL or user defined functions in 

Java or C++. It has built-in statistical, analytical, and business 

intelligence functions.  The Big SQL3.0 language is designed 

for large-scale analytic aggregation and supports some of the 

main OLAP functions like LEAD, LAG, RANK, 

DENSE_RANK, CORRELATION, STDDEV, 

REGR_AVGX, and others. Big SQL 3.0 is equipped with an 

extensive library of more than 250 built-in functions and 25 

aggregates.[1]  
 

     Big SQL 3.0 is a simple, but comprehensive way to apply 

SQL to existing data processed by Hadoop.[8] It provides a 

logical view of the data that uses Hive Catalog (HCatalog) for 

table definitions, metadata, location, storage format and 

encoding of input files.[15]  When creating a table, HCatalog 

definition and Hive APIs get stored in hive/warehouse 

directory within its designated schema on HDFS. Figure 2 

below shows how the files for the table GOSALES_DW. 

PRODUCT_DIM are stored in the hive subdirectory of the 

BigInsights directory. This is a view from the DFS files tab of 
the BigInsights Web console.  

 

 
 

Fig. 2a. Big SQL 3.0 tables placement - DFS Files tab view  

 

From the Catalog Tables tab, the same table appears in the 

“gosalesdw” schema as show in Fig. 2b.  
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Fig. 2b. Big SQL 3.0 tables placement – Catalog Tables tab view  

 

Hive's metastore catalogs table definitions could be read 

and/or write, and they are shared across the Hadoop ecosystem 

- they can be accessed by other components (such as Pig, 

Sqoop, etc.) throughout the Hadoop cluster.[2]  The BigInsights 
Web console also provides a view of the table definition and 

the data inside of the table. (Fig. 2c) 
 

 
 

Fig. 2c. Big SQL 3.0 tables definition in the BigInsights Web console 

 

 

The data inserted in the Big SQL 3.0 tables can be also 
displayed in tabular format in the BigInsights Web console as 

shown in Figure 2d below.   

 

 
 
Fig. 2d. Big SQL 3.0 tables – row inserted in the BigInsights Web console 

 

 

To facilitate query execution, HCatalog stores some of its 

metadata locally on each node. When in the parallel 

processing mode, the Big SQL server distributes the query to 

each data node.  Each data node executes the query and 

generates a result set from the data stored within that specific 

node of the cluster.[4] The query execution also stores 

intermediate data into the Big SQL 3.0 engine memory for any 
future or additional processing. (See Fig. 3) 

 

 
     
Fig. 3. Hadoop components interaction with Big SQL 3.0 

 

 Although the rich SQL support is the essence of the Big SQL 

3.0, there are other very important features that compliment 

and raise the value of the SQL functionality. 

B. Query Federation 

    Query federation is an advanced integration capability that 

allows sending of distributed SQL requests to multiple 

different data sources with a single SQL statement. These data 

sources include different relational database management 

systems like DB2, Teradata, Oracle®, Netezza®.  Big SQL 

federation collects metadata and statistics from the remote 

source when federated objects are created.  As a result, SQL 

sent to each source is optimized based on the capabilities and 

statistical profiles of the federated sources.   
Since the federated data will remain in the source relational 

database, it not necessary to duplicate this data by transferring 

it locally to the nodes of the Hadoop cluster.  Using federation 

makes it appear as though all the data is in a single database 

(not distributed between structured and unstructured sources). 

Using federation can save time and resources. 

C. Application Portability & Integration 

    Within BigInsights – Big SQL 3.0, application portability 

and integration allows both data sharing and code sharing 

amongst the Hadoop ecosystem and external applications such 

as BI tools, and custom code that uses the SQL language.[7] 

SQL applications developed to use a relational database, can 

be easily ported to use Big SQL 3.0 and data in Hadoop. In 

some meaning, this integration is the ultimate driving force 

behind the Big SQL 3.0 feature.[16] Another aspect of 

application portability is that Big SQL 3.0 allows third party 

SQL application tools to use common client drivers like JDBC 
and ODBC when connecting to Big SQL 3.0 databases. The 

benefit is that existing queries can be run with little to zero 

modifications. Big SQL 3.0 tables can be accessed using the 

DB2 data server client as well as the Big SQL JDBC driver.  

This is the same client that is used to access DB2 LUW.  This 

makes it possible to easily access Big SQL tables with many 

popular API’s including PERL, Python and Ruby.  The Big 

SQL node and database are cataloged using the same 

commands as for a DB2 LUW database. Big SQL 3.0 SQL 

functionality is consistent with the SQL language support in 

DB2 LUW.[10] In this illustration (Fig. 4), a query is run to 
access a table in Big SQL 3.0 on a Hadoop cluster from the 

DB2 client command window on Windows operating 

system.[19] 
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  Fig. 4. Access a Big SQL 3.0 table from DB2 CLP on Windows OS 

 

 

Big Insights also includes an IBM’s Big R feature, which 

allows the R algorithms to execute across all nodes of the 
Hadoop cluster.  R includes a JDBC package called RJDBC 

that can be installed from the R console from the free RStudio 

client shown in Figure 5a. This driver can utilize the DB2 

driver to access data in Big SQL 3.0 tables.  Once the data is 

returned to the R instance, you can create data frames to do 

further analysis and visualizations.   

 

 
    Fig. 5a. Big R Studio executing a query on Hadoop cluster  

 

 

    In Figure 5b below we can see the connection information, 

result set, and the graph generated by the RStudio client.  
 

 
   

  Fig. 5b. Big R Studio executing a graph on Hadoop cluster  

 

    The command line interface to Big SQL in the Hadoop 

cluster is called jsqsh and it is available to run from the 

$BIGINSIGHTS_HOME/jsqsh/bin directory.  When you start 

jsqsh, you can configure connections using a step-by-step 

dialog.  Once connected, you can enter SQL statements and 
SQL commands to SHOW TABLES and DESCRIBE 

connections.  You retrieve data from system tables and views 

as shown below in Figure 6a. 

 

 
Fig. 6a. Running query in jsqsh 
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Fig. 6b. Query result in jsqsh 

 

 

Being able to use common query tools (with visual 

environment), which most big data professionals are 

accustomed to when doing analytics, is another benefit 
expected from the SQL-on-Hadoop solutions. In Big Insights, 

from the Welcome tab of the web console (Quick Links pane), 

you can open a browser window, from which you can run 

queries against Big SQL tables. Query history for the session 

can be retrieved from the drop down menu above the SQL 

entry window.  Results are shown below the SQL text. 

(Fig.7b)  

 

Figures 7a and 7b present the query and the results set as 

displayed in the Web Browser interface in BigInsights - Big 

SQL 3.0 Web console.   

 

 

 
 Fig. 7a. Web Browser Interface in Big Insights - Big SQL 3.0 query 

 

 

 

 
Fig. 7b. Web Browser Interface in Big Insights - Big SQL 3.0 result set 

 

 

 

D. Performance 

     One of Big SQL 3.0’s major benefits is performance and 

performance monitoring. It facilitates monitoring of resources 

and software management.[12] The performance tooling is built 

from the ground up to surpass low latency and optimize query 

execution. Its operations run in memory, and its daemons live 

directly on the Hadoop cluster.[1] As a result, there is less 

overhead and reduced latency to retrieve data. There is no 

need to initiate MR jobs on the cluster where the data is 

located. Experimental works show that the SQL performance 

is significantly improved when the SQL engine is not 

dependent on MapReduce.[10] 

     Big SQL 3.0 query optimization has the following forms: 
query rewrites, query plan optimization, predicate pushdowns 

and statistics-driven optimization. Applying query rewrites is 

an ideal way to execute queries with minimal resources. Query 

plan optimization includes many sub query optimizations such 

as in joins. It is a sub query amongst data that is spread out 

throughout the Hadoop cluster. Shared aggregation and 

distinct elimination leverage key definitions in a consolidated 

rewrite. For example, Big SQL 3.0 distinct elimination does 

its query writes by eliminating the use of the DISTINCT 

operation if the key values are already unique.[1] Predicate 

pushdown processes data reads based on static variable 
definitions. Finally, statistics-driven optimization stores its 

column data in the query optimizer to determine an ideal 

query execution. These transformations are based upon years 

of IBM’s relational database experience and greatly improve 

statistics and heuristics.  
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E. Enterprise Capabilities 

     The enterprise level capabilities of Big SQL 3.0 include 
functionalities like monitoring, management and security of 

the SQL engine running over the Hadoop system. Resource, 

event, memory and workload management enhance the 

Hadoop functionality for stored data in BigInsights.[9] The 

security capabilities include secure user authentication, 

authorization, auditing capabilities, and fine grained 

row/column access control.  

 

User authentication is the verification of a person’s identity 

through Kerberos or Lightweight Directory Access Protocol 

(LDAP). Big SQL 3.0 comes with a built-in module that 

verifies that access and determines if they have authorization 
to different data sets and its specific resources.[18] To validate 

such access, the audit facility creates access control lists, 

which limits unwanted behavior or data access. One of those 

lists is the row access control list that limits access to certain 

parts of the data at row or column level.   

 

      

III. EVALUATION OF BIG SQL 3.0 

In attempt to evaluate the Big SQL 3.0 functionality, we 

examined multiple use cases and chose to measure the 

efficiency of the new functionality by creating a complex 
reporting structure over a Hadoop cluster. We selected two 

distinct use cases:  

1) Migrating an existing report from a custom developed 

reporting system running against a relational database 

management product (Oracle® database); 

2) Creating a new report directly on the Hadoop cluster 
 

From a scheduling perspective, the project manager provided 
us with a 4 weeks’ time range. She considered that as more 
than enough time to create a report. The major steps we 
followed in our evaluation are:  

a) Design of the reports (Identifying the report content): 

This is usually the simplest step, which took approximately 
the same time when working against the relational database 

and against the Hadoop cluster.  However, there is one 

important distinction:  We did not evaluate the time required 

to identify the data set needed for the new report written 

directly against the Hadoop cluster without the usage of a 

visual environment, in this case IBM® Data Studio (Data 

Studio). Using a query tool like Data Studio to sample data 

(which was possible, of course, based on the integration 

capabilities provided by Big SQL 3.0) greatly simplified the 

process and shortened the time to design the new report. It 

allowed the analysts to “see” the data set they wanted to 
collect and model into the report. The same task performed 

without this visual environment would have been tedious to 

complete as it would have required developing a MapReduce 

job to sample the data. The estimated completion time for this 

situation was too high to test ranging from 70 to 80 hours. 

(Fig. 8a) 

b) Creating and generating the reports: As expected, 
writing the queries that will return the data set for the reports 

was the most time consuming step. When designing the report, 

the analyst had to determine the proper syntax to extract the 

desired data set using Big SQL 3.0 and against the Hadoop 

cluster. In the case when an existing report was migrated to 

the Hadoop cluster, this step showed significant difference in 

the timing needed to complete the task.  The time was 
significantly shorter when Big SQL 3.0 was used, generally 

limiting the effort of running the queries from the existing 

report directly against the data stored in the Hadoop cluster.[14]  

The only setup task was to connect their custom reporting  

management user interface to the Hadoop cluster via ODBC.  

The same task proved to be much more complicated when a 

new MapReduce job had to be created. In this case, the 

analysts were not able to complete the task by themselves and 

they had to call for development/Java support.  

We encountered even greater complications when attempted to 
create a new report working directly against the Hadoop 

cluster. The analysts did not have the necessary skills to even 

initialize the development process and we had to wait for a 

Java developer to do the coding of the new report.  The analyst 

had to spend additional time explaining to the Java developer 

the intent of the report, what the final result should be, some 

additional design considerations such as the report layout, title 

fields, summary groups, etc.  

The opposite was the situation when the analyst attempted to 
create a new report utilizing the Big SQL 3.0 functionality.[13]  

The analyst approached the process in his usual manner 

working in a familiar reporting environment. The fact that the 

queries run against data stored directly on the Hadoop cluster 

was seamless to the analyst.  The analyst was using the same 

SQL and statistical skills he used when creating report against 

the relational database management system.[12]  

c) Testing the reports: Once the analyst finished 
implementing the report, he ran it on a sample data set to 

ensure correct reporting. Often the query may require changes 

if it was not properly completed by the first try and the design 

process may require re-iteration. We encountered greater 

simplicity when Big SQL 3.0 was in use for obvious reasons. 

When writing MapReduce jobs, a majority of the time was 

spent on making changes to the Java code and redeploying the 

application.  

Of course, the time estimated to design and implement the 

two reports would vary based on the skill set and experience 

level of the report analyst and the Java programmer.  Our 
observations were based on the existing skills set by the team 

that had estimated the medium to advance level skill set 

(between 4 and 8 years of professional experience). 

 

Figure 8a presents the average time needed to deliver the 

reports we described above. It includes the time for direct 

exploration of the data located on the Hadoop cluster we did 

not include in the official estimations in the design phase. The 

numbers confirmed our expectations that the utilization of Big 
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SQL 3.0 significantly simplifies the amount of work required 

to migrate an existing report from running on a relational 

database management system to a Hadoop cluster.  

 

 
 

Fig. 8a. Total amount of time to complete the reports  

 

 

We also evaluated the time spent for the delivery of each 

report. We recorded the time used in each step of the two use 

cases described above. A breakdown of the total time spent in 

each step expressed as a percentage is illustrated in Figure 8b. 

Using these numbers conservatively, we estimated the time 

savings by subtracting the time used for the creation of each 

report from the four-week period provided as a deadline by the 
business owner of the reports.  

 

 
 

Fig. 8b. Breakdown of time spent in each step of the report creation  

 

 

Figure 8b shows the significant time savings of 64% when the 
report was developed utilizing Big SQL 3.0. Another 

interesting comparison is the time required to create the report 

directly on the Hadoop cluster, which is almost 50% of the 

total effort. The same process takes an average of 15% when 

Big SQL 3.0 is utilized. Similar conclusion can be drawn 

about the testing efforts for each report. 

 

 

IV. CONCLUSION 

This paper provides an overview of Big SQL 3.0 

functionality with concentration on the simple application 

integration that demonstrates how the data stored on HDFS 
can be easily accessed by many existing applications. By 

providing comprehensive SQL language support, Big SQL 3.0 

allows applications developed for relational databases to be 

easily extended to leverage the Hadoop environment. The 

federation layer of Big SQL 3.0 also assists applications 

running on the BigInsights cluster to integrate queries through 

multiple data sources (structured, not structured, and semi-

structured).  

The short feasibility evaluation shows that the time 

required to create complex business intelligence reports is 

significantly reduced when using Big SQL 3.0 functionality 

instead of MapReduce programming. The benefit of Big SQL 
3.0 is that it provides a robust SQL solution with very few 

limitations that improves user’s productivity and experience 

by utilizing existing skills and applications.  

As outlined above, the functionality of BigInsights – 

Big SQL 3.0 provides rich SQL support and enhanced 

processing of SQL queries over data stored in Hadoop.  It 

supports a combination of features that guarantee enterprise 

level performance, security, management and monitoring.  
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